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Measurement of the W Boson Mass

from CDF

CDF Collaboration

Presented by Young-Kee Kim

Lawrence Berkeley Laboratory

Berkeley, CA 94720

The CDF collaboration has measured the mass of the W boson to

be MW = 80:41 � 0:18 GeV/c2 using 5718 W ! e� events and 3268
W ! �� events collected in � 19 pb�1 from the 1992-93 collider run

at the Fermilab Tevatron. This measurement has an uncertainty half

that of the best previously published measurements.

I. INTRODUCTION

The relations between gauge boson masses and the couplings of gauge
bosons allow incisive tests of the standard model of the electroweak interac-
tions. The relationships are precisely speci�ed at Born level; with higher-order
radiative corrections they are sensitive to quark masses, and masses of the W ,
Z, and Higgs bosons (1). Of these, the top quark mass and the W mass are
unique to the Tevatron. A precise measurement of the W mass (MW ), com-
bined with other electroweak precision measurements and the measurement of
the top quark mass (Mtop), tests the consistency of the standard electroweak
model, and within the framework of the model, can give an indication of the
Higgs mass (MHiggs).
The CDF collaboration has measured the W boson mass using �19 pb�1 of

data collected between August 1992 and May 1993 (Run Ia) at the Fermilab
Tevatron. This document briey steps through the analysis. The details of
the analysis are described in Reference (2).
TheW mass is measured by �tting the lineshape of the measured transverse

mass (see below) to the lineshapes constructed by Monte Carlo simulation for
a range of W masses in both W ! e� and W ! �� decays. The transverse
mass MW

T is constructed from the lepton (e or �) transverse momentum,
~P
lepton
T , and the neutrino transverse momentum, ~P �

T :

MW
T =

q
2P

lepton
T P �T (1� cos�lepton;�)

with �lepton;� being the azimuthal angle between the lepton and the neutrino
direction. The measurement thus depends critically on the lepton momentum
scale and the neutrino momentum scale. The resolution of the lepton and
neutrino momentum, as well as the W production process, are also critical.

c 1993 American Institute of Physics 1
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FIG. 1. The dimuon mass spectrum near the J= mass peak, used to normalize the
momentum scale. The solid line is the Monte Carlo simulation, including radiative
e�ects.

This paper describes the lepton momentum measurement in section II, the
neutrino momentum measurement in section III, the event selection and back-
ground in section IV, the physics and detector model in section V, and the
�tting procedure in section VI. The systematic uncertainties are discussed in
section VII and we present the results in section VIII and future prospects in
section IX.

II. LEPTON MOMENTUM MEASUREMENT

The muon momentum is measured from the central tracking chamber
(CTC) (3) as it traverses a 1.4 T magnetic �eld, while the electron energy
is measured from the central electromagnetic calorimeter (CEM) (4).
The CTC momentum scale is determined by rescaling the invariant mass

of the �tted J= ! �� signal to the world average value. We have mea-
sured the J= mass to be 3097.3 � 1.6 MeV as shown in Figure 1 af-
ter accounting for energy loss in the detector material, alignment e�ects,
and QED radiation e�ects. The uncertainty (see Table 1) is dominated
by the uncertainty in the muon energy loss due to uncertainty in the ma-
terial. Normalizing the measured J= mass to the world average value,
MJ= = 3096:88 � 0:04 MeV=c2 (5), a scale factor of 0.99984 � 0.00058
is extracted, where the error includes uncertainty in extrapolating fromMJ= 

toMW , and is applied to all the CTC tracks. The scale is veri�ed by measur-
ing the Z and � masses (see Figure 2 and Table 2). The uncertainty in the
momentum scale contributes 50 MeV/c2 to the uncertainty on MW .
The momentum resolution is determined from the width of the Z mass

peak in a sample of 330 Z ! �� events in the range 76 < M�� <

106 GeV/c2. It is measured to be �pT=p
2
T = 0:000810 � 0:000085(stat:) �

0:000010(syst:) (GeV/c)�1, and the uncertainty on the resolution contributes
60 MeV/c2 to the uncertainty on MW .
The CEM energy scale is determined by �tting the E=p lineshape of elec-
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E�ect Uncertainty

(MeV/c2)

Statistics 0.1

Background 0.1

Muon energy loss before tracking 1.3
Beam constraint, Residual �eld non-uniformity, Time variation 0.8

Radiative decay 0.2

SUBTOTAL 1.6

Extrapolation from MJ= to MW 0.9

TOTAL 1.8

TABLE 1. Uncertainties on using the J= mass to set the momentum scale for
electrons and muons from W decays, expressed as the uncertainty on the J= mass
in MeV/c2. The tabulation includes the uncertainty incurred when extrapolating
from tracks in J= decays to tracks with zero curvature.
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FIG. 2. (a) The dimuon mass spectrum near the � mass peaks, used to check
the momentum scale. (b) The dimuon mass spectrum near the Z mass peak, used
to check the momentum scale and to determine the momentum resolution. The
histogram is the Monte Carlo simulation, including radiative e�ects.
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Resonance Corrected Mass (MeV/c2) World-Average Mass (MeV/c2)

�(1S)! �� 9460� 2� 6 9460:4� 0:2

�(2S)! �� 10029 � 5� 6 10023:3 � 0:3

�(3S)! �� 10334 � 8� 6 10355:3 � 0:5
Z ! �� 91020 � 210� 55� 40 91187 � 7

Z ! ee 90880 � 185� 135� 150 91187 � 7

TABLE 2. Measured masses of the �! ��, Z ! ��, and Z ! ee resonances
compared to the published values (5). The �rst, second, and third uncertainties on
the corrected value are from statistics, the momentum scale, and the other system-
atics, respectively.

trons from W decays to a simulated lineshape, where E is the CEM mea-
surement of energy and p is the CTC measurement of the track momentum.
Before the scale is determined, the CEM response is equalized as a function
of the electron impact point using E=p for electrons in a sample of � 140,000
events with ET > 9 GeV, resulting in better resolution for the electron en-
ergy. The E=p distribution for the W electrons after this correction is shown
in Figure 3 (a). The long tail on the right-hand side of the distribution is
due to internal bremsstrahlung, and external bremsstrahlung before entering
the tracking volume and in the tracking volume. Since the photon is nearly
collinear with the electron, E is largely una�ected by the bremsstrahlung but
p is lowered, resulting in the long tail. The solid histogram is from a radiative
Monte Carlo which includes the contributions from both internal and exter-
nal radiation of photons. The CEM scale determined from the peak region
(0:9 < E=p < 1:1) provides a statistical precision of 0.08% and a system-
atic uncertainty of 0.11%, corresponding to uncertainties of 65 MeV/c2 and
90 MeV/c2 on MW (see Table 3). The systematic uncertainty is dominated
by uncertainty in the detector material which is measured by the ratio of the
number of events in the tail (1:3 < E=p < 2:0) to the number of events in
the peak (0:8 < E=p < 1:2). The total energy scale uncertainty including the
momentum scale uncertainty of 50 MeV/c2 is 120 MeV/c2. The energy scale
is veri�ed by measuring the Z ! ee mass in a sample of 259 Z ! ee events
in the range 81 < Mee < 101 GeV/c2 where both electrons are in the CEM
(see Figure 3 (b) and Table 2).
The energy resolution is determined from the width of the Z ! ee mass

peak. It is measured to be (�E=E)2 = (13:5%=
p
ET )

2+(1:0�1:0%)2, and the
uncertainty of the resolution leads to an uncertainty of 80 MeV/c2 on MW .

III. NEUTRINO MOMENTUM MEASUREMENT

The neutrino transverse momentum is inferred from the lepton momentum
described in the previous section and the W transverse momentum which is
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FIG. 3. (a) The E=p spectrum for electrons from the W ! e� sample, used to
determine the energy scale. (b) The dielectron mass spectrum near the Z mass
peak, used to check the energy scale and to determine the energy resolution. The
histograms are Monte Carlo simulations, including radiative e�ects.

Source of Uncertainty Uncertainty in Me
W (MeV/c2)

Statistics 65
External bremsstrahlung (Material) 70

Electron resolution 50

Fitting 15

Total 110

TABLE 3. Uncertainties incurred setting the energy scale from the momentum
scale.
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described in this section. The W transverse momentum is measured by the
calorimeter energy (recoil energy, ~u) from the hadrons which recoil against the
W , and from the underlying event. We �rst separate lepton energy from the
recoil energy by removing the calorimeter towers associated with the lepton
and replacing it with average underlying event ET , 30 � 3 MeV per tower.
We then calculate ~u by summing all the calorimeter ET in vector,

~u =
X

towers

Etower (n̂ � r̂)

where Etower is the energy measured in the electromagnetic or hadronic
calorimeter tower, n̂ is the unit vector pointing in the direction of the center
of the tower from the event vertex, and r̂ is the unit vector in the radial di-
rection (2). The sum is carried out for towers in the region j�j < 3:6. The
missing momentum, thus the neutrino momentum, is reconstructed from the
transverse energy balance

~P �
T = �~P lepton

T � ~u:

~u is a rather poor measurement: the averaged response < j~uj > is smaller
than < pWT > since energies of recoiling hadrons are low where calorimeter
response is not linear, and its resolution is poor because of the underlying
event. No correction is made to ~u. Instead we model the detector response of
~u in the simulation, which is described in section V.

IV. EVENT SELECTION AND BACKGROUND

The event selection is intended to produce a sample of W bosons with low
background and well-understood lepton and neutrino kinematics. Electrons
are required to be within a restricted �ducial region of the CEM and have
EeT > 25 GeV. Muons are required to be within the �ducial region of the
CMU and to have p

�
T > 25 GeV/c. Neutrinos are required to have E�T > 25

GeV. In addition we require j~uj < 20 GeV, no jet with ET > 30 GeV, and
no tracks with pT > 10 GeV/c other than that of the charged lepton. Events
consistent with cosmic rays or Z ! ll are removed. The lepton track is
required to come from an event vertex located within 60 cm of the detector
center along the z axis. The W ! �� sample consists of 3268 events with
transverse masses in the range 65 < MT < 100 GeV/c2; the W ! e� sample
consists of 5718 events in the same MT range.
We estimate the background from the process W ! �� ! `��� to be

0.8% of the W ! e� and W ! �� samples. Events from Z ! `` where one
lepton is lost make up 0.1% of the W ! e� sample, and (3.6 � 0.5)% of the
W ! �� sample. The Z ! �� background in the W ! �� sample is large
because neither the CTC nor the muon chambers cover the high � region.
Backgrounds from W ! �� ! h + X, where h is a single charged hadron,
Z ! �� , WW and tt production, and cosmic rays are estimated to be small.
Transverse mass spectra of the backgrounds are shown in Figure 4.
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FIG. 4. The MW
T distributions of the backgrounds in (a) the W ! e� sample and

(b) the W ! �� sample. The arrows delimit the �tting region.

V. PHYSICS AND DETECTOR MODEL

W events are generated with a leading-order calculation (i.e. pWT =0) using
the MRS D0

� parton distribution functions. We incorporate a pWT spectrum
using the observed Z ! ee pT spectrum, lead by the similarity of the pT
spectra of W and Z bosons (6). The Z ! ee pT spectrum is corrected for
electron energy resolutions and modi�ed until the observed u? distribution
for the W events matches with the simulated distribution, where u? is the
component of the recoil ~u perpendicular to the direction of the charged lepton.
We �nd that the simplest modi�cation, scaling pT in the pZT distribution by
a constant factor of � 1:1, gives good agreement for both electron and muon
u? distributions. The W then decays into a lepton and a neutrino.
The momentum and energy resolutions of leptons are incorporated in the

simulation. The detector response to the recoil energy ~u is directly modeled
using Z ! ee decays, for which there is a good measurement of the true pZT
from the measured electron energies. A sample of 555 Z ! ee events, where
one of the electrons is in the CEM and the other is in j�j <� 4, is used as
a table from which one can look up the measured response ~u for a given pZT .
We assume that the response to the recoil from a W of a given pT is the same
as that to the recoil from a Z of the same pT .
The value of ujj, the component of ~u parallel to the charged lepton direc-

tion, contains most of the transverse mass information and it is the quantity
sensitive to the lepton selection criteria, the residual leakage of the lepton
energy, and the energy deposited under the lepton by the underlying event.
Figure 5 shows that ujj in the data is well modeled by the simulation over the

full range of P
lepton
T . Similar agreement is seen over the full range of P �T and

MW
T .
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FIG. 5. The < ujj > as a function of the lepton PT for (a) the W ! e� decay and
(b) the W ! �� decay. for the data and the simulation.

VI. FITTING PROCEDURE

Transverse mass spectra are generated for a range of W masses, at
100 MeV/c2 intervals for W ! e�, and 150 MeV/c2 intervals for W ! ��.
At each mass point, an unbinned log-likelihood is calculated. The W mass is
determined by �tting the log-likelihood values to a parabola.

VII. SYSTEMATIC UNCERTAINTIES AND CORRECTIONS

The individual uncertainties and corrections in the W mass measurement
are briey described, followed by a summary of the systematic uncertainties.

Lepton Momentum Scale: The uncertainty on the muon momentum scale
comes from the CTC scale and is 50 MeV as explained in section II. For
the electrons, in addition to the CTC scale uncertainty, there is a 110 MeV
uncertainty on the CEM scale from the E=p lineshape �tting procedure. The
total uncertainty for electrons is then 120 MeV.

Lepton Momentum Resolution: Uncertainties of the electron and muon
momentum resolutions extracted from the Z ! ee and Z ! �� widths (see
section II) lead to uncertainties of 80 MeV and 60 MeV on MW , respectively.

Recoil Modeling: Uncertainties in the recoil modeling are incurred from
using the Z ! ee events to calibrate the detector response to the W recoil.
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Two e�ects are investigated: statistical uctuations arising from the �nite
size of the Z sample, leading to an uncertainty of 50 MeV/c2 on MW , and
the e�ect of electron energy resolution on the pZT measurement, leading to
an uncertainty of 35 MeV/c2 on MW . The uncertainties are common to the
W ! e� and W ! �� channels.

Lepton Identi�cation and Removal: E�ciency of identifying leptons may
decrease as the leptons get close to the direction of the recoiling hadrons,
which may result in a bias on ujj. Any residual leakage from the lepton
energy into surrounding calorimeter towers or errors in accounting for the
energy deposited under the lepton by the underlying event will also induce
a bias on ujj. The combination of these e�ects contributes an uncertainty of

25 MeV/c2 on MW in the W ! e� channel, and 10 MeV/c2 on MW in the
W ! �� channel, of which 5 MeV/c2, due to the lepton removal, is common.

Trigger Bias: The triggers for the W ! l� sample may a�ect the W mass

measurement if there is a kinematic (for example, P
lepton
T ) dependence upon

the e�ciency. The trigger bias in the W ! e� sample is negligible since
there are redundant triggers providing the sample. The W ! �� sample is
provided by only the tracking trigger. No p

�
T -dependence is seen, but the

statistical limitation on measuring such a dependence leads to a 25 MeV/c2

uncertainty on the W ! �� mass.

Backgrounds: Backgrounds shown in Figure 4 are directly included in the
simulated lineshapes, with the exception of small backgrounds in the muon
channel from Z ! �� and jet or heavy-avor production. The total e�ect of
backgrounds on the measured W mass is 60 MeV/c2 in the electron channel
and 197 MeV/c2 in the muon channel. The uncertainties are 10 MeV/c2 and
25 MeV/c2 in the electron and muon channel, respectively.

pWT Distributions: The systematic e�ects due to the pWT distributions
were investigated by varying the input pWT distribution. An uncertainty of
45 MeV/c2 on MW is estimated, of which 25 MeV/c2 is common to the
W ! e� and W ! �� analyses.

pWZ Distributions (Parton Distribution Functions): Varying the parton
distribution functions (PDFs) of the proton varies the distribution of the W
longitudinal momentum (pWZ ), and, through acceptance e�ects, the lineshape
of the transverse mass spectrum. The CDF measurement of the forward-
backward charge asymmetry in W decay (7) is used to constrain pWZ . Figure 6
shows the change in derived W ! e�; �� mass (�M

e;�
W ) versus the signed

deviation from the average W asymmetry measurement (�) in units of the
standard deviation for various PDFs (8). By allowing �2� deviation in the
asymmetry (see Figure 6), we determine the uncertainty due to the choice of
PDF to be 50 MeV/c2 for the both W ! e� and W ! �� channels.

QCD higher-order Corrections: The physics simulations use a Born-level
matrix element calculation for W production, augmented by a realistic pWT
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FIG. 6. Change in derived W mass (�MW ) versus the signed deviation from the
averageW asymmetry measurement (�) in units of the standard deviation for various
PDFs, for the (a) W ! e� and (b) W ! �� decays.

distribution. The true production mechanisms (even at low pWT ) include ad-
ditional higher-order QCD corrections. These corrections will a�ect pWZ , as
well as the polarization of the produced W . No measurable shift of the W
mass due to these e�ects is observed. The ability to measure such a shift, 20
MeV/c2, is taken as an uncertainty for both the W ! e� andW ! �� analy-
ses, of which 10 MeV/c2 is from e�ects in the W polarization and 15 MeV/c2

is from e�ects in the W longitudinal momentum.

Radiative Correction: The W mass shift due to radiative W decays,
W ! e� and W ! ��, is determined by using an O(�) Monte Carlo pro-
gram (9). Collinear photons, landing in the calorimeter towers traversed by
leptons, are lost for the muon channel and are included in the electron energy
for the electron channel. Photons, isolated from leptons, are included in the
calculation of ~u. We add 65 and 168 MeV/c2 to the �tted masses in the elec-
tron and muon channels, respectively, to account for the e�ects of radiative
W decay. The uncertainty in the theoretical calculation used and the photon
simulation leads to 20 MeV/c2 uncertainty on MW , which is common to the
W ! e� and W ! �� decays.

W Width: The value of the W width used in the simulation is the measured
value of 2:064�0:085 GeV/c2 (10). The uncertainty on the W width leads to
an uncertainty of 20 MeV/c2 on MW , which is common to the W ! e� and
W ! �� decays.

Fitting Procedure: A 10 MeV/c2 uncertainty on MW , independent in the
electron and muon analyses, is taken due to the �nite statistics used to gen-
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FIG. 7. Transverse mass spectra for (a) W ! e� decays and (b) W ! �� decays.
The histograms are from the simulation using the respective best-�t mass. The
arrows delimit the region used in the mass �t.

erate the transverse mass lineshapes.

VIII. RESULTS

We obtain the W mass of

M e
W = 80:490� 0:145(stat:)� 0:175(syst:) GeV=c2;

using the W ! e� decays, and

M
�
W = 80:310� 0:205(stat:)� 0:130(syst:) GeV=c2;

using the W ! �� decays, where the W width is �xed at 2.06 GeV. The
transverse mass spectra and the Monte Carlo lineshapes corresponding to
the best �t mass are shown in Figure 7. Accounting for correlations in the
uncertainties, the combined data yield

MW = 80:41� 0:18GeV/c
2
:

Fits in which the W width is allowed to vary, as well as �ts to the P
lepton
T

distributions and to the P �T distributions give consistent results (2). In Fig-
ure 8, we compare this measurement to other measurements by the CDF (11),
UA2 (12) and D0 (13) experiments. The present CDF measurement has an
uncertainty half that of the best previously published measurements (11,12).
Combining these W mass measurements, assuming a common error of 85
MeV/c2 for the parton distribution functions, gives

MW = 80:25� 0:16 GeV=c2;
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Source of Uncertainty Uncertainty (MeV/c2)

W ! e� W ! �� Common

Statistical 145 205 �

Energy Scale 120 50 50

Scale from J= 50 50 50

CTC Alignment 15 15 15
Calorimeter 110 � �

Stat. on E/p 65

Syst. on E/p 90

Other Systematics 130 120 90

e or � resolution 80 60 �

Recoil energy modeling 60 60 60
e or � ID and removal 25 10 5

Trigger bias 0 25 �

Backgrounds 10 25 �

pWT 45 45 25

pWZ (Parton dist. functions) 50 50 50
QCD Higher-order corrections 20 20 20

QED Radiative corrections 20 20 20
W width 20 20 20

Fitting procedure 10 10 �

TOTAL UNCERTAINTY 230 240 100

TABLE 4. Summary of uncertainties in the W mass measurement.
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dominated by the CDF measurement. These are in a good agreement with the
LEP prediction (14) for the W mass (see Figure 8). Figure 9 shows the sensi-
tivity in the MW -Mtop plane of this CDF result, MW = 80:41�0:18 GeV=c2,
when combined with the top mass ofMtop = 176�13 GeV=c2 (15), compared
to theoretical predictions based on electroweak radiative corrections (16).

IX. FUTURE PROSPECTS

We have been collecting additional data (Run Ib) since November 1993,
and expect to acquire a factor of �ve the present analysis by July 1995 as
illustrated in Figure 10. The uncertainties in the current measurement scale
rather well in detail from the previous measurement; while the di�culty of the
measurement has increased, no systematic limitation is yet evident. A domi-
nant uncertainty in the momentum and energy scale is from the uncertainty
in the detector material. We have recently found that photon conversions
allow us to measure the amount of material much better than the method we
used for the current measurement, as illustrated in Figures 11 and 12, and
can reduce the uncertainties on the W mass measurement. The uncertainty
due to the PDF choice will be reduced by using better measurement of the
W charge asymmetry (17). Most of the other systematic errors will also be
reduced since they are limited by the statistics of W 's and Z's. We expect to
measure the W mass better than 100 MeV/c2 for Run Ib.
For 2 fb�1 of data with the Main Injector (Run II), we estimate an error

of approximately 40 MeV/c2 which is dominated by theoretical uncertainties
associated with the details of the production process, for instance, the parton
distribution functions. The error is certainly comparable to the overall LEP-
200 expectation. Figure 12 shows the sensitivity in the MW -Mtop plane of
this estimate when combined with the estimate of �Mtop for 2 fb�1 of data.
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